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14.1 Introduction

There is increasing interest among surgeons and health care administrators in monitoring post treatment outcomes, such as hospital length of stay or 30-day mortality, defined as death within 30 days of surgery. Monitoring such outcomes over time allows better oversight of the health care process. In this way serious problems can be rapidly detected and performance can be compared across care providers. In the long run, more quickly eliminating causes of problems and adopting best practices will result in process improvement and better care for patients.

Effective monitoring of health care processes requires a statistical method for two main reasons. First, decisions should incorporate a measure of uncertainty to avoid overreacting to expected outcome variability while still promptly detecting important problems. Here we can borrow ideas developed over the last 80 years for monitoring industrial process outputs. Second, patients (unlike manufactured parts) are not expected to be homogenous and importantly can have dramatically different risks prior to treatment, due for instance to underlying health. Since we want to compare care providers fairly and, for example, do not want to penalize a surgeon who takes on difficult cases, the monitoring should be based on risk-adjusted outcomes.

The goal of this chapter is to outline the main ideas and challenges in risk-adjusted monitoring of health care outcomes. I begin by motivating the need for improvement in health care processes by briefly discussing three recent examples where a lack of proper oversight led to unacceptably high death rates continuing for an extended period of time. Then, in the next section, I introduce the basic concepts behind process monitoring with an industrial example where risk adjustment is not needed. Next, I highlight some of the challenges and unresolved issues in monitoring health care outcomes using a cardiac surgery example to explain the ideas, concerns and methods. The
14.2 Motivation and Background

Medical errors and inefficiencies are a major concern and there is a great need to improve the care of patients. In the landmark report *To Err Is Human: Building a Safer Health System* (Kohn et al., 2000), it was estimated that up to 98,000 preventable deaths are caused by errors in the health system in the United States each year. More recently, Baker et al. (2004) estimated that each year between 9000 and 24,000 deaths in Canadian hospitals are due to mistakes that could have been prevented. Rothschild et al. (2005) concluded that in the intensive care unit, the rates for preventable adverse events and serious errors were 36.2 and 149.7 per 1000 patient-days, respectively.

In light of these problems, it is important to monitor health care outcomes following the provision of medical care or surgical intervention. Such monitoring is also motivated by an increased emphasis on public accountability. In addition, careful monitoring of health care outcomes was recommended by a number of public inquiries conducted after serious problems were identified. The following examples provide illustration.

During 1994, 12 children died as a result of surgery at the paediatric cardiac center at the Winnipeg Health Sciences Centre (Waldie, 1998; Davies, 2001). A subsequent government inquest (Sinclair, 2000) found that many of the deaths were potentially avoidable and that there were systemic problems at the center that could and should have been acted on sooner.

A similar problem occurred at a children’s cardiac center in Bristol (England) between 1991 and 1995 (Treasure et al., 1997). The Bristol Royal Infirmary Inquiry (2001) concluded that 30 to 35 children undergoing heart surgery died who probably would have survived if treated elsewhere. The mortality rate at Bristol for cardiac surgery on infants was estimated to be double the rate for the rest of England. The Royal Inquiry made many recommendations for improvement, several of which dealt specifically with “monitoring standards and performance.”

In a different context, between 1971 and 1998 the family doctor Harold Shipman killed over 250 mostly elderly patients under his care in England. The inquiry into these events (Smith, 2005) concluded that, among other things, there are “major flaws in the systems that govern death registration, the prescription of drugs and the monitoring of doctors.”

These examples portray situations where undesirably high rates of deaths remained undetected, or at least were not acted on, for an undue length of time. This provides motivation for better oversight and the development of methods for monitoring health care outcomes. In such cases, the rapid detec-
tion of poor surgical performance or excess deaths is critical. Early detection of problems would have resulted in prompt investigation of the cause and possibly a criminal investigation in cases of misconduct. This would likely have prevented unnecessary deaths and led to improvement through responses such as procedural changes and retraining.

Statistical methods for monitoring health care outcomes have developed rapidly in recent decades, following earlier work on monitoring industrial processes. I will next briefly describe an example of monitoring an industrial process to highlight the basic ideas of statistical monitoring and then go on to consider some ways that health care outcomes are monitored.

14.3 Monitoring Industrial Processes

To develop methods for monitoring health care outcomes it is natural to build upon the statistical methods for monitoring industrial processes. Beginning with the pioneering work by Shewhart (Shewhart, 1931), over the last 80 years monitoring methods have been further developed and are currently widely used in industry. For an overview of industrial monitoring methods see the Automotive Industry Action Group Reference Manual (AIAG, 1992) and Montgomery (2005).

To illustrate the basic ideas behind statistical monitoring, consider an industrial process that makes oil pans. The oil pan, while not a glamorous product, is critical to the proper functioning of an automobile with an internal combustion engine. Oil pan leaks can lead to catastrophic engine failure if not detected and repaired promptly. Oil pans are produced in a stamping plant by bending and punching pre-produced sheets of metal called blanks. All finished oil pans are inspected and scrapped if any defects such as splits, wrinkles or excessive material thinning are found. To illustrate, a plot is shown in Figure 14.1 of the proportion of oil pans scrapped per day (out of roughly 1125 oil pans) for a 20 day period. The scrap rate varies from day to day due to changes in important process conditions, such as amount of lubricant used, material and geometric properties of the blanks, sharpness of the forming die used to cut and bend the blanks, location of the blank relative to the die in the press, the amount of force used to bend the blank, etc.

To statistically monitor this process, we use the observed variation in the scrap rate during the 20-day period to determine the heights of the three horizontal lines added to Figure 14.1. These lines represent decision limits, derived using statistical models and assumptions, described in Montgomery (2005). The center line represents the average daily scrap rate (.083 over this period). More important are the lower and upper decision limits at heights .058 and .108 respectively, which delineate the expected maximum range of the daily proportion of oil pans scrapped when the process is operating normally.
If, on the other hand, an unexpected large change in the oil pan production system occurs the scrap rate will fall outside the decision limits and trigger a “signal.” For instance, suppose on day 21 the scrap rate is 0.12 (not shown in Figure 14.1) and thus the chart signals. In this case, based on the decision limits, we believe it is very unlikely that we would see such a large daily scrap rate if the process were operating normally. We therefore would conclude something unexpected happened on day 21 to increase the scrap rate, and would investigate what might have caused this. For instance, suppose we determine that on day 21 we started to use a new batch of blanks and that the specific cause of the signal in this case is that the new batch of blanks had low pliability. Then, to improve the process, one option would be to implement an inspection process to check each new batch of blanks before use, rejecting any with low pliability.

The oil pan example illustrates monitoring pass/fail outputs such as are typical in the health care context. However, many other types of monitoring charts have been developed for different types of outputs and goals (Montgomery, 2005). For instance, when monitoring a continuous output, e.g., the thickness of a part, two charts are often used to monitor the process average and variability separately. Charts for monitoring continuous features are common in industry, since in most cases monitoring a continuous rather than a pass/fail output is preferred due to the more detailed information provided by each observation.

Monitoring charts such as the one displayed in Figure 14.1, which only use data from a single day at a time to make decisions, are good at identifying relatively large process changes, as illustrated by the pliability of the batch of blanks in the example. However, with such charts, smaller, persistent process changes may be missed.
changes, such as the slow wearing of a die, will be hard to detect quickly. For smaller persistent changes, cumulative sum (CUSUM) or exponentially weighted moving average (EWMA) charts that accumulate information across multiple time periods are preferred. CUSUM and EWMA charts are commonly used in health care monitoring applications and are described in more detail in the next two sections.

### 14.4 Monitoring Outcomes in Health Care: Issues and Challenges

Monitoring health care outcomes has some of the same challenges as monitoring industrial processes. We still want rapid detection of problems without overreacting to process variation within acceptable bounds. Quick detection of comparatively poor, or exceptionally good, performance will lead to better public accountability and facilitate improvement by eliminating problems and adopting best practices. However, there are also some important differences between the industrial and health care contexts that we need to consider to successfully monitor health care outcomes.

First of all, there are potential privacy and ethical concerns with the use of health care outcomes data. For instance, we need to ensure that any publicly available data cannot be linked to individual people. There is also a human element in responding to signals. If the chart suggests concerns about the performance of a particular surgeon or surgical team, we must tread carefully. With any monitoring approach, false alarms can occur due to recent adverse outcomes attributable to bad luck rather than a real change in performance. Also, our monitoring method may be flawed. For example, we could be using an out-dated model for adjusting risk according to the patient mix (see below).

With important health care outcomes, we prefer to update the monitoring chart after obtaining results for each individual patient rather than waiting until a fixed time period has passed, e.g., a day, as is typical in industry. In this way, we will always be considering the most up-to-date information and have a better chance to quickly detect process changes. However, often health care outcomes are pass/fail, such as 30-day mortality, i.e., whether the patient dies within 30 days of surgery, or the presence or absence of complications. With only a single pass/fail outcome it is not possible to reliably detect process performance changes. As a result, in most health care applications, we monitor with CUSUM or EWMA charts that accumulate information over time.

Health care outcomes are also not always available quickly or easy to determine. As an example, the commonly used outcome of 30-day mortality obviously requires 30 days to elapse before it can be observed. In addition, while determining whether a patient has died is clinically straightforward, some patients may be lost to follow-up. For example, imagine a patient survives the
initial surgery and is discharged but then subsequently dies (perhaps after going back to a different hospital). We need to be careful, since without proper follow-up and record keeping we may make mistakes that will negatively affect the performance of the monitoring procedure.

For common health care procedures external standards of performance may be available from clinical research or historical data from other health care providers. Such external standards allow us to compare performance with the standard rather than look for changes in performance in the existing process. In industry external standards are typically not available due to differences in products and competitive pressures. To monitor a health care process by comparing results to an external standard, estimation of the historical process variation is no longer required. Thus, the use of external standards allows rapid development of an appropriate chart. This is a big advantage; however, it alters the nature of the chart and changes our interpretation of what a “signal,” i.e., an observation falling outside the decision limits, means. Signals now no longer suggest the process has changed, but rather that we have accumulated enough evidence to conclude that the current process performance is substantially different than the external standard. This has important consequences. It implies that, given a signal, there is no sense in looking for a cause that acted recently since the process may well not have changed but rather that its average performance differs from the external standard. Thus, when comparing to an external standard, process improvement comes from reacting (appropriately) to evidence of significantly better or worse performance than the standard.

Another complication arises because in some health care contexts performance may be continually changing. For example, changes could be due to a learning curve where a novice surgeon improves with practice, or due to rapid innovations in surgical technique. In such cases the only option is to monitor the process by comparing performance to an external standard.

In a health care context it is also common to stratify (group) the outcomes in some way, for example by surgeon or type of surgery, and to compare performance across the strata. Here, the performance of each stratum must be estimated repeatedly as time goes on. Comparisons of this sort are also common in industry, i.e., we might compare machine, operators, production lines, etc. However, few monitoring methods have been developed to meet this goal. Liu et al. (2008) provides an exception.

Finally, and perhaps most importantly, patients do not all have the same risk of an adverse outcome. In industry we assume products are homogeneous and that prior to processing each is equally likely to yield poor results. In health care contexts we must take into account patient characteristics and the possible changing nature of the patient population, since the risk of an adverse outcome prior to treatment depends on numerous patient factors (termed covariates) such as age, gender, underlying health status, etc. Patient mix is the term used to describe the composition of the patient population which contributes to the natural variation of the process. We cannot reduce the
variation caused by patient mix in the actual health care process, but we can model the effect of the patient mix prior to medical treatment or surgery and use that model to "risk adjust" the individual observed outcomes. Using risk adjustment to remove the effect of patient mix makes the monitoring method more sensitive to important process changes that we can impact. Risk adjustment is also necessary to allow fair comparisons among surgical or medical care providers or institutions with different patient mixes. Intuitively, risk adjustment is needed because the death of the low risk patient is more indicative of poor performance than the death of a high risk patient, and similarly the survival of a high risk patient is more indicative of good performance than the survival of a low risk patient.

14.5 Monitoring Outcomes in Health Care: Methods

In this section, I briefly discuss health care outcome monitoring that involves some sort of risk adjustment. To illustrate the methods I use a cardiac surgery example presented previously in Steiner et al. (2000) consisting of 6,994 operations from a single UK surgical center over the seven year period 1992–98. The data on each patient includes surgery date, surgeon, type of procedure, surgical outcome and the pre-operative variables which comprise the Parsonnet score (Parsonnet et al., 1989) such as age, gender, hypertension, diabetic status, renal function and left ventricular mass. The Parsonnet score is an established overall measure of risk for adult cardiac surgery. To illustrate the risk-adjusted monitoring methodology we focus on the 30-day post-operative mortality rate. We define

$$y_t = \begin{cases} 1 & \text{if patient } t \text{ dies within 30 days}, \\ 0 & \text{otherwise}. \end{cases}$$

For all risk-adjusted monitoring methods we need to predict the risk of an adverse outcome of each patient prior to surgery. With 461 deaths within 30 days of surgery in these 6994 patients the overall mortality rate was .066. In this example, we could use a mapping of the Parsonnet score to a probability of death within 30 days of the surgery as an external standard. However, due to the large volume of data, I instead build a customized risk model. Following Steiner et al. (2000) and using the data from 1992–93, gives the risk prediction model

$$\log \left( \frac{p_t}{1 - p_t} \right) = -3.68 + .077 x_t,$$

where $x_t$ is the Parsonnet score and $p_t$ is the predicted 30-day mortality probability for patient $t$. This model contains only a single covariate $x_t$ but more
complicated models are possible. For patients between 1992 and 1993 the Par-sonnet scores ranged from 0 to 69 and thus the predicted risks of death prior to surgery from (14.1) ranged between .025 and .84.

A number of graphical methods for health care outcome monitoring have been proposed. They all plot some performance summary against time (represented by the patients ordered by surgery date). Here I consider three different approaches. For each approach I use the risk model (14.1) derived from the 1992–93 data and illustrate the proposed prospective monitoring with the patient outcomes for Surgeon 2 starting in 1994. Surgeon 2 left the surgical center in August 1996 and in the period 1994–96 operated on 330 patients. Here we use the internal standard from all surgeons at the center from 1992–93, i.e., the risk model (14.1), as an external standard for Surgeon 2 over the period 1994–96.

14.5.1 Variable Life-Adjusted Display Chart
Lovegrove et al. (1997) and Poloniecki et al. (1998) suggested monitoring using a plot of the difference between the cumulative observed deaths and cumulative predicted deaths given by

\[ S_t = \sum_{i=1}^{t} (y_i - p_i), \quad t = 1, 2, 3, \ldots \]  

(14.2)

That is, \( S_t \) is recomputed each time there is a new patient (and their 30-day mortality outcome becomes known). Plots of \( S_t \) versus \( t \), known as variable life-adjusted display (VLAD) charts, provide a valuable visual aid where positive values of \( S_t \) suggest worse performance than expected. VLAD charts show changes in performance as changes in the slope. However, VLAD charts do not specify how much variation in the plot is expected due to chance under acceptable surgical performance, and hence it is not clear how large a deviation from the horizontal line at zero should raise concern. An example VLAD chart for Surgeon 2 is shown in the top panel of Figure 14.2. We see an increase in the VLAD chart showing that for Surgeon 2 at the end of the series there were more deaths than expected by the risk model (14.1) and the observed patient mix.

14.5.2 Exponentially Weighted Moving Average Chart
An alternative risk-adjusted performance summary for Surgeon 2 is given in the bottom panel of Figure 14.2. The exponentially weighted moving average (EWMA) chart plots \( M_t \) versus \( t \), the ordered patient numbers, where we define

\[ M_t = \lambda w_t + (1 - \lambda)M_{t-1} \]  

(14.3)

\[ = \lambda w_t + (1 - \lambda)\lambda w_{t-1} + (1 - \lambda)^2\lambda w_{t-2} + \cdots \]
with $0 < \lambda \leq 1$, $M_0 = 0$ and $w_t$ a score given to the $t$th patient. We can choose appropriate patient scores ($w_t$) and EWMA smoothing constant ($\lambda$) based on the monitoring goals. See Grigg and Spiegelhalter (2007) and Cook et al. (2011) for more details on risk-adjusted EWMA charts.

Here, similar to the VLAD charts in Section 14.5.1, I selected observed minus expected (O–E) patient scores; that is, for the $t$th patient

$$w_t = y_t - p_t.$$  

(14.4)

The fifth column of Table 14.1 illustrates how the O–E scores (14.4) reflect surgical performance and provide the risk adjustment. Negative scores reflect good performance with a large negative score ($-0.542$) arising from successful surgery on a high risk patient (Parsonnet score = 50). Deaths, on the other hand, contribute a positive score with the death of a high risk patient resulting in a smaller positive score ($0.458$) than the death of a low risk patient ($0.975$).

Since pass/fail outcomes accumulate information slowly, small values of $\lambda$ are desirable in Equation (14.3), because they allow many patient outcomes to contribute in a substantial way to the EWMA $M_t$. In Equation (14.3), $\lambda$ determines how fast the relative weights drop off as patient outcomes are further in the past. For example, with $\lambda = .05$ the score of the most recent
TABLE 14.1: Example patient scores.

<table>
<thead>
<tr>
<th>Description</th>
<th>Outcome</th>
<th>Person</th>
<th>Risk Scores</th>
<th>O–E Scores</th>
<th>Likelihood Ratio Scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Risk Success</td>
<td>0</td>
<td>0</td>
<td>.025</td>
<td>−.025</td>
<td>−.024</td>
</tr>
<tr>
<td>High Risk Success</td>
<td>0</td>
<td>50</td>
<td>.542</td>
<td>−.542</td>
<td>−.433</td>
</tr>
<tr>
<td>Low Risk Death</td>
<td>1</td>
<td>0</td>
<td>.025</td>
<td>.975</td>
<td>.669</td>
</tr>
<tr>
<td>High Risk Death</td>
<td>1</td>
<td>50</td>
<td>.542</td>
<td>.458</td>
<td>−.681</td>
</tr>
</tbody>
</table>

The table shows that the likelihood ratio scores are calculated as $R = 2$ for $R = .2$.

Patient has weight .05, the next most recent patient’s weight is .05 × .95 = .0475, the patient weight just before that .05 × .95 × .95 = .0451, etc. In the bottom panel of Figure 14.2 we illustrate the O–E EWMA for Surgeon 2 with $\lambda = .01$, as recommended by Cook (2003). By contrast the VLAD chart in the top panel of Figure 14.2 uses the same patient scores but gives equal weight to all patients. As a result, the EWMA is better than the VLAD chart at detecting recent surgical performance changes. The EWMA also has the advantage that other patient scores, such as (14.6), can be used.

Run length, defined as the time (or number of observations) until a chart signals, can be used to compare the performance of different monitoring charts. When the process is operating as expected we want long run lengths, while if an important change has occurred we want short run lengths to ensure the change is detected quickly. Lucas and Saccucci (1990) provide a method to approximate the EWMA’s average run length under different assumptions. Using this approximation I selected decision limits for the EWMA at ±.04 to give an approximate average run length of around 1500 patients when performance matches the predictions from the risk model (14.1). With these decision limits, shown in the bottom panel of Figure 14.2 as horizontal lines, the EWMA first signals evidence that the observed mortality rate for Surgeon 2 is larger than that predicted by the risk model at patient 235. Had this EWMA chart been used prospectively, i.e., as the patient outcomes arose, this signal would have triggered an investigation into the cause and might have resulted in a reaction such as retraining Surgeon 2.

### 14.5.3 Risk-Adjusted Cumulative Sum Chart

Another alternative monitoring approach, first proposed by Steiner et al. (2000), uses a risk-adjusted cumulative sum (RA-CUSUM) approach based on

$$X_t = \max(0, X_{t-1} + m_t),$$ (14.5)
where

\[
m_t = \begin{cases} 
  \log \left( \frac{1}{1 - p_t + Rp_t} \right) & \text{if } y_t = 0, \\
  \log \left( \frac{R}{1 - p_t + Rp_t} \right) & \text{if } y_t = 1,
\end{cases}
\]  

(14.6)

\(X_0 = 0\) and \(R > 1\) is a chosen constant. Similar to the O–E scores (14.4), the patient scores given by (14.6) are positive when a death occurs and negative for a success, as shown in Table 14.1. The cumulative sum given by (14.5) then accumulates evidence of poor performance over time. The cumulative sum \(X_t\) of the scores is never allowed to be negative so that a deterioration of performance at any time (even after a series of favorable results immediately before the deterioration) will be quickly detected. The patient scores given by (14.6) use a different scaling and are a good alternative to the O–E scores given in (14.4) since they are optimal (Moustakides, 1986), in terms of average run length, to compare the hypotheses

\[H_0 : \text{odds of death for patient } t = \frac{p_t}{1 - p_t},\]

\[H_A : \text{odds of death for patient } t = \frac{Rp_t}{1 - p_t}\]

repeatedly over time. Note that under \(H_0\) the odds of death equals what is expected by the risk model (14.1), while \(H_A\) corresponds to a worsening of performance. We choose \(R\) based on the size of the process change we are interested in quickly identifying. The change is measured in terms of the odds of death rather than the probability of death for mathematical reasons.

As defined in (14.5) and (14.6), the RA-CUSUM chart tends to increase if performance deteriorates, i.e., the mortality rate increases. To detect mortality rate decreases, i.e., performance improvements, we can also chart

\[Z_t = \min(0, Z_{t-1} - m_t)\]  

(14.7)

with patient scores \((m_t)\) as in (14.6) but with \(R < 1\). Example patient scores based on (14.6) with \(R = 2\) (double the odds of death) and \(R = .5\) (half of the odds of death) are given in Table 14.1. We see that relative to the O–E scores (14.4) the scores based on (14.6) with \(R = 2\) give a smaller positive penalty for low risk or high risk deaths while giving roughly the same (negative) credit for a low risk success. Since the RA-CUSUM scores are based on the optimal likelihood ratio test the RA-CUSUM with \(R = 2\) is better, on average, than the O–E EWMA at detecting changes that result in a doubling of the mortality rate.

By using both \(X_t\), given by (14.5), and \(Z_t\), given by (14.7), the RA-CUSUM is sensitive to increases and decreases in the mortality rate just like the VLAD and O–E EWMA charts. Spontaneous process improvements are less likely than performance deterioration but if they occur we want to know as soon as possible, to learn from them and ensure the better performance will continue in the future.
Since $X_t$ is always non-negative and $Z_t$ is always non-positive we can plot the two RA-CUSUM charts on the same horizontal axis. This is illustrated in Figure 14.3 that shows the RA-CUSUM chart for Surgeon 2 with $R = 2$ in the top half for $X_t$ and with $R = .5$ in the bottom half of $Z_t$. The RA-CUSUM signals a change in performance if either $X_t$ and $Z_t$ fall outside the chosen decision limits. Setting appropriate decision limits for a RA-CUSUM is discussed in Steiner et al. (2000). In Figure 14.3 the decision limits are shown as horizontal lines at 3.65 and −3.35 for $X_t$ and $Z_t$ respectively and give a combined average run length of roughly 1500 patients (to match the O–E EWMA chart in Figure 14.2) when performance matches the predictions from the risk model (14.1). The RA-CUSUM in Figure 14.3 also shows the increased (risk-adjusted) mortality rate for Surgeon 2 at the end of the series. In this example the RA-CUSUM signals at patient 253; a little later than the O–E EWMA chart given in Figure 14.2.

The performance of the RA-CUSUM chart is explored in Hussein et al. (2011). Grigg and Farewell (2004) provide an overview of risk-adjusted monitoring that includes the RA-CUSUM and some other methods and conclude that in most circumstances the RA-CUSUM is preferred.
14.6 Monitoring Outcomes in Health Care: Uses and Future

I have highlighted here the need for, and uses of, risk-adjusted monitoring of health care outcomes. The three methods presented for process monitoring have proven helpful for controlling and improving health care by providing management oversight of critically important processes. Canadian contributions in this area have been substantial and are ongoing.

Risk-adjusted monitoring has been employed in many clinical settings and different contexts. The popularity of risk-adjusted monitoring is perhaps best exemplified by the publication “Variable Life-Adjusted Displays (VLAD) for Dummies” (Queensland Health’s Clinical Practice Improvement Centre, 2008). The VLAD chart has been used extensively. Some examples include monitoring lung surgery outcomes in the Netherlands (Damhuis et al., 2006) and detecting deficiencies in trauma care in England (Tan et al., 2005). The EWMA method has been employed to look for excess deaths in an Australian intensive care unit (Pilcher et al., 2010) among other applications. Specific applications of the RA-CUSUM method include monitoring cardiac surgery outcomes in Canadian hospitals (Harris et al., 2005; Forbes et al., 2005; Novick et al., 2006) and monitoring the length of stay in an intensive care unit in Australia (Cook et al., 2003). In addition, Bottle and Aylin (2008) report the use of RA-CUSUM charts as a management tool to help drive improvement in a number of patient centered outcomes at nearly 100 English hospitals. As well, the RA-CUSUM method was employed to quickly detect problems related to cataract surgery in Western Australia (Ng et al., 2008), excessive radiation doses in Brisbane Australia (Smith et al., 2011) and infectious diseases in foxes in Germany (Höhle et al., 1991).

Research in monitoring health care outcomes is ongoing and appears to be growing. There are a number of important issues and application areas that need further study. In the next few paragraphs I give some examples.

In risk adjustment monitoring not much attention has been given to the goal of comparing performance across surgeons or centers. In the current practice, comparisons are typically only conducted at fixed time points, say every six months (Spiegelhalter, 2005). Methods that would allow comparisons on an ongoing basis as time passes could be valuable since they would allow more timely conclusions and reactions. Here we could use the existing methods to produce separate charts for each surgeon but this would only allow an informal comparison and become unwieldy if there are many surgeons.

An emerging related research area is monitoring public health data where the goal is to quickly detect outbreaks of disease such as influenza. Woodall (2006) and Shmueli and Burkom (2010) provide an overview of the methods and issues. A specific challenge here is the use of nonstandard data sources, such as emergency room visits, non prescription drug purchases, and even the
volume of Internet searches for target key words. Also, the data usually come aggregated in geographical regions and so the best monitoring approaches incorporate the available spatial information. In addition, in most applications there are large numbers of outcomes to monitor. This means we need to be careful to control false alarm rates because too many signals may result in the monitoring charts being ignored. A specific application is given by Google Flu Trends (www.google.org/flutrends), which maps global influenza activity by country using aggregated data on Google Internet searches for key words that have been found to correlate with influenza activity.

All risk-adjusted methods for monitoring require specification and fitting of a risk adjustment model. Jones and Steiner (2012) found that the effect of estimation error and model specification error on the performance on the RA-CUSUM chart can be substantial. While their general conclusions are also applicable to other risk-adjusted monitoring approaches, more work is needed. Another related issue is how to best handle monitoring in contexts where we start with little data. Here an important question is when to re-estimate or update the risk model.

This chapter gave an example in which 30-day mortality, a pass/fail health care outcome, was monitored. If it is feasible, working with a continuous outcome is preferred since problems or process changes will then usually be more readily detected. There are many examples in medicine where continuous outcome data are already collected, e.g., hospital lengths of stay, post-surgery survival times, etc. For instance, Biswas and Kalbfleisch (2008), Sego et al. (2009) and Steiner and Jones (2010) all propose risk-adjusted EWMA based methods for monitoring time to death after surgery.

As discussed, monitoring health care processes can lead to improvement if signals are promptly addressed. However, in many applications we should also use more proactive methods that do not wait until we identify trouble before taking action. Lean Six Sigma (De Koning et al., 2006), a general quality improvement methodology that is also borrowed from industry, is at the forefront of such efforts. For more information on improving health care processes I suggest consulting BMJ Quality and Safety and the Journal of Healthcare Quality. In addition, there are professional organizations devoted to improving healthcare, including the Institute for Healthcare Improvement and the American Society for Quality Healthcare division.
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